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The Equations of Motion

∂ρ

∂t
+∇ · (ρv) = 0 (Continuity);

ρ

(
∂v
∂t

+∇v ·v
)

=−∇p +ρg+∇ ·T (Momentum);

T = F(Ė;T , ...) (Stress-Strain);

Ė = ∇v+∇vT.



The Stokes Approximation

∇ ·v = 0 (Continuity);

∇p = ρg+∇ ·T (Momentum);

T = F(Ė;T , ...) (Stress-Strain);

Ė = ∇v+∇vT.

I Good for ice at glacial time scales and pressures

I How is this time dependent?

I Must define F and boundary conditions



Rheology: defining F−1

1. High Stress
I Viscous, but nonlinear
I Glen’s power law: ε̇ = Aσ3

I A increases with increasing temperature

2. Low Stress
I Viscoelastic
I Creep :



Anisotropy
632 Seddik and others: EDML simulation with the CAFFE model

Fig. 1. Basal, prismatic and pyramidal glide planes in the hexagonal
ice-Ih crystal, sketched as a right hexagonal prism (Faria, 2003).

In order to demonstrate its performance, the CAFFE model
is applied to the site of the EPICA (European Project for Ice
Coring in Antarctica) ice core at Kohnen Station, Dronning
Maud Land, East Antarctica (referred to as the EDML core),
for which data on the ice flow as well as on the aniso-
tropic fabric are available (section 3.1). A one-dimensional
(1-D) flow model, including the CAFFE model (with neg-
lected recrystallization processes), is devised for the site in
section 3.2. Three different solution methods are employed:
(i) computing the ice flow based on the flow law of the
CAFFE model and the fabrics data; (ii) solving the CAFFE
fabric evolution equation under the simplifying assumption
of transverse isotropy; and (iii) solving the unrestricted CAFFE
fabric evolution equation (section 4). Section 5 summarizes
the main findings of the study.

2. CAFFE: CONTINUUM-MECHANICAL MODEL
FOR ANISOTROPIC POLAR ICE
2.1. Anisotropic generalization of Glen’s flow law
Glen’s flow law
The flow law of the CAFFE model is a generalization of the
isotropic Glen’s flow law

D = EA(T ′)σn−1 S (1)

(e.g. Paterson, 1994; Van der Veen, 1999; Hooke, 2005;
Greve and Blatter, in press), where D = sym L = (L + LT)/2
is the strain-rate tensor (symmetric part of the gradient L =
grad v of the velocity v), S the deviatoric stress tensor, σ =√
[tr (S2)]/2 the effective stress, n the stress exponent (chosen

as n = 3), A(T ′) the rate factor and E the flow-enhancement
factor. The rate factor A(T ′) depends upon the temperature
relative to pressure melting T ′ = T −Tm+T0, where T is the
absolute temperature, Tm is the pressure-melting point given
by Tm = T0 − βp, T0 is the melting point at zero pressure
(T0 = 273.16K) and β is the Clausius–Clapeyron constant
(β = 9.8× 10−2 KMPa−1). The Arrhenius law is defined as

A(T ′) = A0 e
−Q/RT ′

, (2)

where A0 is the pre-exponential constant,Q is the activation
energy and R=8.314 Jmol−1 K−1 is the universal gas con-
stant. Suitable values for the pre-exponential constant and
the activation energy are A0 = 3.985 × 10−13 s−1 Pa−3 for
T ′ ≤ 263.15K and A0 = 1.916 × 103 s−1 Pa−3 for T ′ ≥
263.15K, and Q = 60kJmol−1 for T ′ ≤ 263.15K and Q =
139 kJmol−1 for T ′ ≥ 263.15K. The flow-enhancement fac-
tor E is equal to unity for pure ice, and can be set in an ad
hoc fashion to values deviating from unity in order to ac-
count roughly for the effects of impurities and/or anisotropy
(Paterson, 1991).

Fig. 2. Decomposition of the deviatoric stress vector (S · n) into
components normal ((n·S·n) n) and tangential (Stt) to the basal plane.

Deformation of a single crystal in the polycrystalline
aggregate
In order to motivate the anisotropic generalization of Glen’s
flow law (Equation (1)), let us first consider the deformation
of a single crystal embedded in the polycrystalline aggregate.
Only the dominant deformation along the basal plane is ac-
counted for, according to L. Placidi and others (unpublished
information). Deformations along prismatic and pyramidal
planes, which are at least 60 times more difficult to activate
(Duval and others, 1983; Lliboutry and Duval, 1985), shall
be neglected (Fig. 1).
In the sense of continuum mechanics, the tensor S is in-

terpreted as the macroscopic stress deviator which describes
the stress on a control volume spanning a sufficiently large
number of individual crystals. Therefore, S does not depend
upon the orientation n (normal unit vector of the basal plane
in the direction of the c axis). Note that the CAFFE model
does not deal with microscopic stresses on the level of indi-
vidual crystals and does not attempt to relate microscopic
and macroscopic stresses. The macroscopic deviatoric stress
vector acting on the basal plane is given by the expression
S · n (Fig. 2). It is reasonable to assume that only the stress
component St tangential to the basal plane contributes to its
shear deformation, while the component normal to the basal
plane has no effect. The decomposition of the stress vector
can be written

S · n = (n · S · n) n+ Stt, (3)

where t denotes the tangential unit vector (Fig. 2). As
mentioned above, deformation of the single crystal in the
polycrystalline aggregate is attributed to the tangential
component St only. Since we aim for a theory which de-
scribes the effects of anisotropy by a scalar anisotropic flow-
enhancement factor, we define the scalar invariant from
Equation (3):

S2t = (S · n)2 − (n · S · n)2. (4)

This quantity has the unit of stress squared, and so a natural
way to non-dimensionalize it is by the square of the effective
stress σ, which is also a scalar invariant. We therefore intro-
duce the deformability of a single crystal in the polycrystal-
line aggregate, which is loaded by the deviatoric stress S as

A!(n) =
5
2
S2t (n)
σ2

= 5
(S · n)2 − (n · S · n)2

tr (S2)
. (5)

The factor 5/2 has been introduced for reasons of conveni-
ence, as will become clear.

Flow law for polycrystalline ice
In polycrystalline ice, the crystals within a control volume
(which is assumed to be large compared with the crystal

(Faria, 2003)

I Shear easiest in basal plane

I Polycrystalline ice becomes organized with time, pressure, and
shear

I Order of magnitude difference in effective viscosity



Basal boundary conditions

1. Cold boundary
I No slip: not complicated

2. “Warm” boundary
I Thin layer of water lubricates
I Weertman slip: v = Cσ3

I C is a parametric roughness constant: how to determine?
I Is “Stick-Slip” more appropriate?

!"#!$%&'()&

Greenland Melt: GPS results

• abrupt, tripling in velocity over a few days

• asynchronous 

• elevation increase at some station but draw-down 

at others is indicative of some stretching of the ice

basal sliding

(Catania, 2008)



Shallow Ice Approximation (SIA)

∂xσxx +∂y σxy +∂zσxz =−∂xp;

∂xσxy +∂y σyy +∂zσyz =−∂y p;

∂xσxz +∂y σyz +∂zσzz = −∂zp−ρg;

σij = F(ε̇ij ;T , ...);

ε̇i j = ∂jvi +∂ivj .

Hydrostatic approximation⇒ depth average!



Shallow Ice Approximation (SIA)

∂xσxx +∂y σxy +

∂zσxz =−∂xp;

∂xσxy +∂y σyy +

∂zσyz =−∂y p;

0 = −∂zp−ρg;

σij = F(ε̇ij ;T , ...);

ε̇iz = ∂zvi .

Hydrostatic approximation⇒ depth average!



Shallow Ice Approximation (SIA)

∂xσxx +∂y σxy +

∂zσxz =−∂xp;

∂xσxy +∂y σyy +

∂zσyz =−∂y p;

0 = −∂zp−ρg;

σij = F(ε̇ij ;T , ...);

ε̇iz = ∂zvi .

Hydrostatic approximation⇒ depth average!



Shallow Ice Approximation (SIA)

∂th = ∇ · [G(∇h)]+B

G and B are dependent on rheology F , boundary conditions, and
basal slope.



Prediction with SIA

AR4 draws on four studies to predict changes in ice mass:

1. Huybrechts and de Wolde 1999 (GISM/AISM model + simple
atmosphere)

2. Greve 2000 (SICOPOLIS model + simple atmosphere)

3. Huybrechts et al. 2004 (GISM/AISM model forced by GCM)

4. Ridley et al. 2005 (GISM/AISM coupled with GCM)



Greve 2000 (SICOPOLIS)
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Figure 1. Temporal evolution of the mean annual air temperature (external forcing), , the total

ice volume, , the sea-level equivalent, , the freshwater discharge, , the ice-covered area,

, the maximum elevation, , and the volume of temperate ice, , for the control runs

ggh06 (solid), ggh10 (dashed) and ggh03 (dotted).

3, 6, and 10 degree increase in mean temperature over 1000 years
(Greenland only).



Huybrechts and de Wolde 1999 (GISM/AISM)
AUGUST 1999 2175H U Y B R E C H T S A N D D E W O L D E

FIG. 5. Short-term response of the Greenland and Antarctic ice
sheets to climatic warming up to the year 2100 A.D. Ice volume
changes were transformed into global sea level changes assuming an
ice density of 910 kg m!3 and a constant oceanic surface area of 3.62
" 108 km2, or 71% of the earth’s surface. Bold text refers to Green-
land, italic text to Antarctica.

FIG. 7. Longer-term response of the Antarctic ice sheet to three
climatic warming scenarios (low, 2 " CO2; mid, 4 " CO2; high, 8
" CO2) up to the year 3000 A.D. expressed in equivalent changes of
global sea level. In these experiments, the background evolution
(ant!con) is retained as a contribution.

FIG. 8. Change of the grounded ice area of the Antarctic ice sheet
for the experiments shown in Fig. 7. Details of the experimental setup
are listed in Table 3. Except for the high scenario, grounding-line
migration is very limited.

FIG. 6. Longer-term response of the Greenland ice sheet to three
climatic warming scenarios (low, 2 " CO2; mid, 4 " CO2; high, 8
" CO2) up to the year 3000 A.D. expressed in equivalent changes of
global sea level. In these experiments, the background evolution
(gr!con) is retained as a contribution.

Although the predicted warming approximately sta-
bilizes after the middle of the twenty-second century,
that is not at all the case for the ice sheet’s response,
which continues to react to the imposed climatic change.
For the Greenland ice sheet (Fig. 6), this occurs at an
almost constant rate of between 9 cm century!1 (gr!low)
to up to 60 cm century!1 (gr!high) of global sea level
equivalent. In the latter case, the Greenland ice sheet
has lost about three-quarters of its volume and has
shrunk to 30% of its present-day area.
The behavior of the Antarctic ice sheet is much more

complicated (Fig. 7). For temperature rises below about
6#C (low and middle scenarios), the ice sheet displays
a small but continuous growing trend that produces a
global sea level fall of between 30 and 50 cm by the
end of the next millennium, that is, an order of mag-
nitude smaller than the response of the Greenland ice
sheet, but of opposite sign. The response to the high

scenario, on the other hand, at first displays a growing
ice sheet, but this is reversed after the year 2400. As
shown in Fig. 8, this reversing trend is due to the onset
of significant grounding-line migration, which is only
minimal in the middle and low scenarios. The corre-
sponding loss of grounded ice by the year 3000 in the
high scenario involves a surface area of about 3.25 "
105 km2, or about 2.5% of the total grounded area of
the present ice sheet. A further analysis indicates that
this grounding-line retreat is due both to increased sur-
face melting in the marginal zone and to the effect of
a warming ice shelf. The latter causes the ice shelf to
deform more easily, which leads to larger flow velocities
and a thinning. Grounding-line retreat follows when the
thinning propagates across the grounding line and hy-
drostatic equilibrium needs to be restored.
A comparison of these results (Huybrechts and Oer-

lemans 1990; Huybrechts et al. 1991) with older ver-
sions of the mass-balance and ice sheet models display

Three different CO2 scenarios for next 100 years: wide spread of
outcomes



GISM and SICOPOLIS comparison
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Figure 2. Simulated surface topography of Greenland, in km a.s.l. (spacing 200 m). (a) Simulated

present state (Greve, 1997c), used as initial condition for the greenhouse simulations. (b) Control run

ggh03 ( ), at . (c) Control run ggh06 ( ), at . (d)

Control run ggh10 ( ), at . The dashed heavy lines indicate the ice margin.

AUGUST 1999 2179H U Y B R E C H T S A N D D E W O L D E

FIG. 11. Snapshots of Greenland surface elevation for the experiments and times indicated in
the lower-right corner and further detailed in Table 2 and the main text. The ice sheet margin is
easily distinguished by its high surface slope. Contour interval is 250 m.

line and in the ice shelf as compared to the bulk of the
grounded ice sheet.
Comparing the static run (ant!stat) with the fixed-

geometry (ant!fix) run in Fig. 12a brings to light that
the height–mass-balance feedback is only of minor im-
portance. This feedback reduces the growth of the ice
sheet somewhat, basically because a thickening over the
plateau leads to a lower mass balance. Nevertheless, the
effect is very small and amounts to only 0.6% by the
year 2100, 4.9% at 2500 A.D., and 9.1% at the end of
the integration (3000A.D.) That is because of the very
low accumulation rates and the absence of significant
melting.
Also here, it appears that changes on the Antarctic

ice sheet cannot be properly studied without taking into
account ice dynamics, but in contrast to the Greenland
ice sheet, the dynamic effect can be neglected on a
century timescale and the height–mass-balance effect
hardly plays a role.

2) THE EFFECT OF ICE SHELF TEMPERATURE

With most of the dynamic effect originating in the
ice shelves, it is appropriate to concentrate in more detail
on factors controlling its behavior, which were so far
excluded from the analysis. A first factor concerns the
treatment of the ice shelf temperature, which controls
its effective viscosity. Warmer ice causes the ice shelf
to deform more rapidly, leading to larger strain rates
and a thinning. Transmission of these features across
the grounding line will force the outflow from the
grounded ice sheet to increase (because of larger shear
stresses and longitudinal stress gradients) and will even-
tually lead to grounding-line retreat. In the standard run
(ant!dyn), it was assumed that the ‘‘effective’’ defor-
mation temperature of the ice shelf follows changes in
the surface temperature with a characteristic time lag of
500 yr.
The effect of either excluding ice shelf warming

(ant!tinf, !* " #) or of an ice shelf that reacts instan-

Remaining ice mass after 1000 years



Ridley 2005: Coupling
This difference is due to the much higher ice sheet reso-
lution of GISM and the use of different mass-balance
schemes (surface mass balance in GHG1, degree-day in
GHG2). As the ice sheet volume declines, surface ab-

lation in GHG2 also declines such that after 2000 yr the
freshwater flux in GHG2 has fallen to the same level as
in GHG1.

One effect of the freshwater input from Greenland is
a rise in global average sea level. The direct contribu-
tion of the extra water in GHG2 over 3000 yr is around
7 m, with half of this occurring in the first 850 yr. The
rate of sea level rise is at a maximum near the start of
the experiment, reaching around 5 mm yr!1. For com-
parison, the twentieth-century rate of sea level rise is
between 1 and 2 mm yr!1, of which less than 0.4 mm
yr!1 is from Greenland (Church et al. 2001).

There is the possibility that the freshwater from
Greenland (Fig. 10) could modify the Atlantic thermo-
haline circulation (THC) because the freshwater alters
high-latitude ocean density, on which the strength of
the THC has been shown to depend (Stommel 1961;
Rahmstorf 1995; Rind et al. 2001). Such a relation be-
tween THC strength and the meridional gradient of
column-integrated density between 30°S and 60°N

FIG. 11. Schematic of a summer local circulation system that
evolves over Greenland as larger ice-free regions develop. A hot
spot forms in the ice-free region warming the air, which rises.
Descent over the ice sheet brings warmer air to the high eleva-
tions, but downslope winds bring cooler air to the ablation zone.

FIG. 10. Changes in mean annual surface air temperature with respect to the preindustrial control. All Greenland temperature rises
in GHG2 as the surface elevation and albedo decline. The ice-covered region maintains a constant temperature as with large balance
gradients the ice margin becomes steeper and the aspect ratio larger, with the result that for a smaller area it maintains more or less
the same mean elevation. The vertical line indicates the change from synchronous to asynchronous coupling in GHG2.

1 SEPTEMBER 2005 R I D L E Y E T A L . 3421

Fig 10 live 4/C

A new convection cycle develops, slows melting.



Newer stand-alone models

1. Longitudinal improvements: remove fewer terms

2. Full Stokes where SIA is not appropriate

the Dry Valleys. The dominant katabatic wind direction is
from west to southwest; however, storms approach from the
northeast to east [Steig et al., 1998]. Accumulation at the
Taylor Dome ice center and along the length of SVL outlet
glaciers is strongly influenced by the fetch of storms over
open water and the temperature of that water. During a
relatively warmer climatic interval, the Ross Sea would be
ice free farther south for a longer portion of each year [Dort,
1970]. In contrast, during a colder climatic episode, the
Ross Sea would be frozen farther north for a greater
portion of each year. This relationship between storm
tracks and sea ice extent is also observable over seasonal
timescales. Ablation over most of the Ferrar Glacier is
through sublimation, and primarily controlled by ambient
air temperature.
[10] This understanding of the generalities of local cli-

mate on the Ferrar is insufficient for modeling purposes and
we must fall back upon the limited quantitative data from
gridded climate data sets [Comiso, 1994; Vaughan et al.,
1999], and data acquired at Taylor Dome [Morse et al.,
1998]. Values of accumulation and temperature at the
terminus of the glacier will be taken from the gridded data
sets, and lapse rates fit to yield the measured values at
Taylor Dome.

1.2. Relevance of the Long-Term Stability of the Ferrar
in Glacial Modeling

[11] Several features of the Ferrar Glacier make it an
attractive target for modeling investigation. They are; large
thickness gradients, the established long-term stability, the
significance of high-order stress terms, and the significance
of the EAIS response to climate change.

[12] The dam-like geometrical features of the Ferrar make
it a novel modeling case. Successful modeling may have
relevance for the Taylor Dome climate record, paleoclimate
reconstruction based on samples acquired in the surround-
ing Dry Valleys, and a need to understand the differences
between stable and unstable ice streams. There has been
some modeling of the neighboring Taylor glacier, notably
the efforts of Hubbard et al. [2004]. However, those efforts
concerned only the lower tongue of the glacier, and did not
include the interesting dynamic of ice flowing over the
natural dams, which is a focus of this work.
[13] The long-term stability of the Ferrar, documented by

Staiger et al. [2006], is an attractive feature to model. Since
their inception [Jenssen, 1977], numerical models of ice
flow have focused on dynamical evolution of the ice
surface. This is in spite of severe complications having to
do with parameterization of climate over long time periods,
large uncertainties in the coupling of ice shelves to ice
sheets, and lack of a coherent frame work for understanding
grounding line migration. Because of its long history of
stability, Ferrar provides us with a case well suited to steady
state solutions.
[14] Recent advances in computing power and numerical

methods have allowed investigators to solve a more com-
plete set of equations describing ice flow, rather than
reduced forms of the equations that neglect all but the
gravitational driving stresses [Hutter, 1983]. Models solving
the complete or nearly complete set of ice flow equations
are referred to as ‘‘higher order’’ (HO). These advances are
of considerable interest as they reveal a finer-scale structure
in surface elevation and flow velocity [Pattyn, 2002, 2003].
However, they come at a high computational cost, and there
remain unresolved questions about which situations warrant

Figure 2. Constraining the geometry with the data of Calkin [1974], a steady state velocity field is
computed. Here the magnitude of the field is represented with the color map. Directions are to be inferred
from the streamlines, drawn in white.

F03S30 JOHNSON AND STAIGER: MODELING FERRAR GLACIER STABILITY
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(Johnson and Staiger, 2007)



Future Directions

I Verification (Pattyn, 2008)

I Stress history dependence

I Rigorous model reduction techniques


